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Mild and classical solutions to a fractional

singular second order evolution problem

Nasser-eddine Tatar∗

Abstract

Existence and uniqueness of mild and classical solutions are dis-

cussed for an abstract second-order evolution problem. The nonlin-

earity contains a local term and a non-local term. The non-local term

is an integral in the form of a convolution of a singular kernel and a

regular function involving fractional derivatives. This term may be

regarded also as a fractional integral of that regular function. In ad-

dition the initial conditions are nonlocal and involve fractional deriva-

tives too.

AMS Subject Classification: 26A33, 35L90, 35L70, 35L15, 35L07

Key words and phrases: Cauchy problem, Cosine family, Frac-

tional derivative, Fractional non-local conditions, Mild solutions, Second-

order abstract problem

1 Introduction

It is by now well-known that problems with non-local conditions arise natu-
rally in applications and that they play an important role in many fields, see
[1-3,5,7-9] (to cite but a few) for the case of abstract second order differential
equations. In contrast, one cannot find many papers in the literature deal-
ing with non-local conditions involving fractional derivatives. Nevertheless,
we may find few papers treating well-posedness and asymptotic behavior of
solutions for some problems with boundary conditions containing fractional
derivatives (see [10-17]).
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The type of equations we discuss here is of the following nature

u′′ (t) = Au(t) + f
(

t, u (t) , tλαDαu (t)
)

+

∫ t

0

l
(

t, s, u (s) , sλνDνu (s)
)

ds.

The operator A is the infinitesimal generator of a strongly continuous cosine
family C (t) , t ≥ 0 of bounded linear operators in the Banach space X and
f, l are nonlinear functions from R+ ×X ×X to X and R+ ×R+ ×X ×X
to X, respectively. Dα and Dν denote ”fractional” time differentiation (in
the sense of Riemann-Liouville) of order α and ν, respectively. In many
situations in applications the integral term involves a singular kernel of the
form (t− s)σ−1/Γ(σ), σ > 0 and becomes the convolution of this kernel with
another function, say g. The resulting expression is then identified right away
as a ”fractional integral”, that is

∫ t

0
l
(

t, s, u (s) , sλνDνu (s)
)

ds = tσ−1

Γ(σ)
∗ g

(

t, u (t) , tλνDνu (t)
)

= Iσg
(

t, u (t) , tλνDνu (t)
)

.

This kind of nonlinearities appear in many hereditary phenomena with fad-
ing memory like in viscoelasticity and in heat conduction. Mathematically
speaking the problem becomes more challenging because of the difficulties
that may be caused by the singular kernel.

In [23] the present author has introduced the following nonlocal condi-
tions involving fractional derivatives and called them ”nonlocal conditions of
fractional type”

u(0) = u0 + p
(

u, tλβDβu(t)
)

,
u′ (0) = u1 + q

(

u, tλγDγu (t)
)

.

Here u0 and u1 are given initial data inX and the functions p, q : [C(I;X)]2 →
X are given continuous functions. This type of nonlocal initial data covers
and extends many existing ones in the literature like

u(0) = u0 + p (u, u′) ,
u′ (0) = u1 + q (u, u′)

and the discrete cases where u and u′ are specified at some finite number of
values of t. In fact it will be shown here that these nonlocal conditions will not
bring any new considerable difficulties in the study of the well-posedness of
our problem provided that the fractional derivatives in there are well-defined
and continuous in the underlying space. The main contribution of the present

EJQTDE, 2012 No. 91, p. 2



work is rather related to the type of the considered nonlinearities. As a matter
of fact, in a previous work [22] we have studied the case where the fractional
derivatives (in the nonlinearities and here in the nonlocal conditions as well
as) were between 0 and 1. The case where the derivatives are of order between
1 and 2 was left open as some regularity difficulties arose in the proofs.

In the present paper we consider the case where the orders are between 0
and 2 with a particular emphasis on orders between 1 and 2. The difficulties
encountered earlier have been overcome by the use of some kind of integra-
tion by parts for fractional integrals, some new lemmas, some appropriately
chosen spaces and of course some reasonable regularity assumptions on the
functions encompassed in the nonlinearities. Therefore, this paper may be
regarded as a continuation of the paper [22,23]. In the integer order case
(derivatives of order 1), the underlying space where to look for mild solu-
tions is the space of continuously differentiable functions whereas in case the
derivatives are of order between 1 and 2, more regularity is needed on the
initial data and also on the nonlinearities. Our results are new even in the
local initial data case, that is p ≡ q ≡ 0.

The problem we will treat here is therefore






u′′ (t) = Au(t) + f
(

t, u (t) , tλαDαu (t)
)

+ Iσg
(

t, u (t) , tλνDνu (t)
)

, t ∈ I
u (0) = u0 + p

(

u, tλβDβu(t)
)

,
u′ (0) = u1 + q

(

u, tλγDγu (t)
)

,
(1)

where I = [0, T ], λα, λβ, λγ, λν ≥ 0, 0 < α, β, γ, ν < 2 and σ > 0. Similar
results may be derived for more general problems like















u′′ (t) = Au(t) + f
(

t, u (t) , tλα1Dα1u (t) , ..., tλαnDαnu (t)
)

+ Iσg
(

t, u (t) , tλν1Dν1u (t) , ..., tλνnDνnu (t)
)

, t ∈ I = [0, T ]
u (0) = u0 + p

(

u, tλβ1Dβ1u (t) , ..., tλβmDβmu (t)
)

,
u′ (0) = u1 + q

(

u, tλγ1Dγ1u (t) , ..., tλγrDγru (t)
)

.

This problem has been studied in case σ, α, β, γ are 0 or 1 (and λα, λβ, λγ =
0) (see [1-3,5,7,8,26] and references therein) and in [23] for σ > 1 and frac-
tional derivatives. Well-posedness has been proved using different methods
such as fixed point theorems and the theory of strongly continuous cosine
families in Banach spaces. We refer the reader to [6,24,25] for a good ac-
count on the theory of the cosine family. Several results on the existence of
classical solutions and mild solutions have been established under different
conditions on the nonlinearities and the initial data.
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The next section of this paper contains some notation and preliminary
results needed in our proofs. Section 3 treats the existence and uniqueness of
a mild solution in an appropriate space. Section 4 is devoted to the existence
and uniqueness of a classical solution.

2 Preliminaries

In this section we present some notation, assumptions and results needed
in our proofs later. We start by some definitions which maybe found for
instance in [10,19-21].

Definition 1. The integral

(Iαa+h)(x) =
1

Γ(α)

∫ x

a

h(t)dt

(x− t)1−α
, x > a

is called the Riemann-Liouville fractional integral of h of order α > 0 when
the right side exists.

Here Γ is the usual Gamma function

Γ(z) :=

∫ ∞

0

e−ssz−1ds, z > 0.

Definition 2. The left hand Riemann-Liouville fractional derivative of h
defined in the interval [a, b] of order α > 0 is defined by

(Dα
a+h)(x) =

1

Γ(n− α)

(

d

dx

)n ∫ x

a

h(t)dt

(x− t)α−n+1
, n = [α] + 1

whenever the right side is pointwise defined.

In particular

(Dγ
a+h)(x) =

1

Γ(2 − γ)

(

d

dx

)2 ∫ x

a

h(t)dt

(x− t)γ−1
, 1 < γ < 2.

Definition 3. The right hand Riemann-Liouville fractional derivative of h
defined in the interval [a, b] of order α > 0 is defined by

(Dα
b−h)(x) =

(−1)n

Γ(n− α)

(

d

dx

)n ∫ b

x

h(t)dt

(t− x)α−n+1
, n = [α] + 1

whenever the right side is pointwise defined.
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See [10,18-21] for more on fractional derivatives and fractional integrals.
To lighten the notation we will write Iα for Iα0+, Dγ for Dγ

0+ and Dα
− for

Dα
b−.

We will assume that
(H1) A is the infinitesimal generator of a strongly continuous cosine

family C(t), t ∈ R, of bounded linear operators in the Banach space X.
The associated sine family S(t), t ∈ R is defined by

S(t)x :=

∫ t

0

C(s)xds, t ∈ R, x ∈ X.

It is known (see [24-26]) that there exist constants M ≥ 1 and ω ≥ 0 such
that

|C(t)| ≤Meω|t|, t ∈ R and |S(t) − S(t0)| ≤M

∣

∣

∣

∣

∫ t

t0

eω|s|ds

∣

∣

∣

∣

, t, t0 ∈ R.

We will denote by M̃ and Ñ some respective bounds for C(t) and S(t) (M̃ ≥ 1
and Ñ ≥ 1 depend on T ).

If we define

E := {x ∈ X : C(t)x is once continuously differentiable on R}

then we have

Lemma 1. (see [24-26])
Assume that (H1) is satisfied. Then
(i) S(t)X ⊂ E, t ∈ R,
(ii) S(t)E ⊂ D(A), t ∈ R,
(iii) d

dt
C(t)x = AS(t)x, x ∈ E, t ∈ R,

(iv) d2

dt2
C(t)x = AC(t)x = C(t)Ax, x ∈ D(A), t ∈ R.

Lemma 2. (see [24-26])
Suppose that (H1) holds, v : R → X a continuously differentiable func-

tion and q(t) =
∫ t

0
S(t − s)v(s)ds. Then, q(t) ∈ D(A), q′(t) =

∫ t

0
C(t −

s)v(s)ds and q′′(t) =
∫ t

0
C(t− s)v′(s)ds+ C(t)v(0) = Aq(t) + v(t).

Below we make clear what we mean by a classical solution and a mild
solution.
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Definition 4. A function u(.) ∈ C2(I,X), such that tληDηu ∈ C(I,X),
η = α, β, γ, ν, is called a classical solution of (1) if u(.) ∈ D(A) satisfies the
equation in (1) and the initial conditions are verified.

Definition 5. A continuous solution u, such that tληDηu ∈ C(I,X), η =
α, β, γ, ν, of the integro-differential equation

u(t) = C(t)
[

u0 + p
(

u, tλβDβu(t)
)]

+ S(t)
[

u1 + q
(

u, tλγDγu (t)
)]

+
∫ t

0
S(t− s)

[

f
(

s, u (s) , sλαDαu (s)
)

+ Iσg
(

s, u (s) , sλνDνu (s)
)]

ds
(2)

is called a mild solution of problem (1).

It is known from [26] that, in case of continuity of the nonlinearities,
solutions of (1) are solutions of the more general problem (2).

The following lemmas will be very useful later. The first three can be
found in [10,21]

Lemma 3. If ϕ(x) ∈ ACn[a, b] := {φ : [a, b] → R and (Dn−1φ)(x) ∈ AC[a, b]} ,
α > 0 and n = [α] + 1, then

(Dα
aϕ)(x) =

∑n−1

k=0

ϕ(k)(a)(x− a)k−α

Γ(1 + k − α)
+

1

Γ(n− α)

∫ x

a

ϕ(n)(t)dt

(x− t)α−n+1
, x > a.

Lemma 4. Let α > 0, β < 0 and ϕ ∈ L1(a, b) be such that In+βϕ ∈
ACn([a, b]). Then

Iαa+I
β
a+ϕ(x) = Iα+β

a+ ϕ(x) −
∑n−1

k=0

ϕ
(n−k−1)
n+β (a)

Γ(α− k)
(x− a)α−k−1

where ϕn+β(x) = In+β
a+ ϕ(x) and n = [−β] + 1.

Lemma 5. Let f(x) ∈ C[a, b] and g(x) ∈ C[a, b] be such that (Dα
a+g)(x) and

(Dα
b−f)(x), 0 < α < 1 exist and are continuous at every x ∈ [a, b]. Then, we

have
∫ b

a
f(x)(Dα

a+g)(x)dx =
∫ b

a
g(x)(Dα

b−f)(x)dx.

The lemma to follow may be found in [4].

Lemma 6. Let α > 0 and β > 0 be such that n−1 < α ≤ n, m−1 < β ≤ m
(n,m ∈ N). If Dβ

a+f exists and is finite on [a, b] and is such that Dα
a+(Dβ

a+f)
exists also and is finite, then

Dα
a+D

β
a+f(x) = Dα+β

a+ f(x) −
∑m

k=1

Ak
Γ(1 − α− k)

(x− a)−α−k, x ∈ [a, b]
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where Ak = limx→a+D
m−k
a+ Im−β

a+ f(x), k = 1, 2, ..., m, provided that
(i) n+m− α− β ≥ 1 or
(ii) n+m− α− β < 1 and f is such that |x− a|λ f(x) is continuous on

[a, b] for some λ ∈ [0, 1 − γ), with 1 − n−m+ α + β ≤ γ ≤ 1.

Lemma 7. ([10], Property 2.2)
If α > β > 0 and f ∈ L1(R), then

(DβIαf)(x) = (Iα−βf)(x).

3 Existence of mild solutions

In this section we prove existence and uniqueness of a mild solution in the
space

CRL
η (I;X) := {v ∈ C(I;X) : tηDηv ∈ C(I;X), η = α, β, γ, ν} (3)

equipped with the norm ‖v‖κ := ‖v‖C +
∑

η ‖t
ηDηv‖C where ‖.‖C is the

sup norm in C(I;X). Here 0 < α, β, γ, ν < 2, and to make the problem
more interesting we assume that at least one of them is between 1 and 2 and
σ > 0. As a matter of fact, the most difficult and important cases are when
1 < α, ν < 2 and 0 < σ < 1. Indeed, in Section 4, we will have to differentiate
Dαu and Dνu. This situation is delicate when 1 < α, ν < 2 as it will force us
to narrow the underlying space to functions which are more regular than C2.
To prevent such an unpleasant situation, the derivative of Dαu is avoided
by taking E-valued functions f and the undesirable effect of the derivative
of Dνu is overcome by using a ”fractional” integration by parts. The case
σ ≥ 1 is relatively simple in as much as the fractional integration Iσ will
absorb the differentiation operator and prevents its effect on the integrand.
We also define, for η > 0, the space

Ẽη := {x ∈ X : tηDηC(t)x is continuous on R+, η = α, β, γ, ν}. (4)

The assumptions on f, g, p and q are
(H2) The function g is such that g(0, u, v) = 0 for all u, v ∈ C([0, T ]).

Moreover, the functions f, tηfDη−1f (0 < ηf < 1), g, Dη−1−σg (when σ <
η− 1, η = α, ν ): R+ ×X ×X → X are continuous and satisfy the Lipschitz
conditions

‖f(t, x1, y1) − f(t, x2, y2)‖ ≤ Af (‖x1 − x2‖ + ‖y1 − y2‖) ,
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∥

∥tηfDη−1f(t, x1, y1) − tηfDη−1f(t, x2, y2)
∥

∥ ≤ Ãηf (‖x1 − x2‖ + ‖y1 − y2‖)

for 0 < ηf < 1,

‖g(t, x1, y1) − g(t, x2, y2)‖ ≤ Ag (‖x1 − x2‖ + ‖y1 − y2‖) ,
∥

∥Dη−1−σg(t, x1, y1) −Dη−1−σg(t, x2, y2)
∥

∥ ≤ Ãηg (‖x1 − x2‖ + ‖y1 − y2‖) ,

for x1, y1, x2, y2 ∈ X, t ∈ I and some positive constants Af , Ãηf , Ag and Ãηg.
(H3) p : [C(I;X)]2 → X and q : [C(I;X)]2 → X are continuous and

satisfy

‖p(x1, y1) − p(x2, y2)‖ ≤ Ap (‖x1 − x2‖C + ‖y1 − y2‖C) ,

‖q(x1, y1) − q(x2, y2)‖ ≤ Aq (‖x1 − x2‖C + ‖y1 − y2‖C) ,

for x1, y1, x2, y2 ∈ C(I;X) and some positive constants Ap and Aq.

Lemma 8. If I1−νR(t)x ∈ C1([0, T ]), T > 0 (R(t) is a bounded linear oper-
ator), then, for 0 < ν < 1, we have

Dν

∫ t

0

R(t− s)xds =

∫ t

0

DνR(t− s)xds+ lim
t→0+

I1−νR(t)x, x ∈ X, t ∈ [0, T ].

Proof. By Definition 2 and the assumption I1−νR(t)x ∈ C1([0, T ]), we have

Dν
∫ t

0
R(t− s)xds = 1

Γ(1−ν)
d
dt

∫ t

0
dτ

(t−τ)ν

∫ τ

0
R(τ − s)xds

= 1
Γ(1−ν)

d
dt

∫ t

0
ds

∫ t

s

R(τ−s)x
(t−τ)ν dτ

= 1
Γ(1−ν)

∫ t

0
ds ∂

∂t

∫ t

s

R(τ−s)x
(t−τ)ν dτ + 1

Γ(1−ν)
lims→t−

∫ t

s

R(τ−s)x
(t−τ)ν dτ.

Moreover, a change of variable σ = τ − s leads to

Dν
∫ t

0
R(t− s)xds = 1

Γ(1−ν)

∫ t

0
ds ∂

∂t

∫ t−s

0
R(σ)x

(t−s−σ)ν dσ

+ 1
Γ(1−ν)

limt→0+

∫ t

0
R(σ)x
(t−σ)ν dσ

and the proof is complete.

We prove here its counterpart for 1 < ν < 2.

Lemma 9. Let R(t) be a continuously differentiable bounded linear operator
on I and g be a continuous function on I such that I2−νg ∈ C1([0, T ]). Then,
for 1 < ν < 2, we have

Dν
∫ t

0
R(t− s)g(s)ds =

∫ t

0
R′(s)Dν−1g(t− s)ds+R(0+)Dν−1g(t)

+R′(t) limt→0+ I2−νg(t), t ∈ [0, T ].
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Proof. By the assumption I2−νg ∈ C1([0, T ]) we infer that Dν−1g(s) exists
and is continuous on I. Moreover, Lemma 6 or formula (2.122) in [20]

Dρ

(

dnh(t)

dtn

)

= Dρ+nh(t) −
∑n−1

j=0

h(j)(0)tj−ρ−n

Γ(1 + j − ρ− n)

gives us

Dν
∫ t

0
R(t− s)g(s)ds = Dν−1+1

∫ t

0
R(t− s)g(s)ds = Dν−1 d

dt

∫ t

0
R(t− s)g(s)ds

= Dν−1
[

∫ t

0
R′(t− s)g(s)ds+R(0+)g(t)

]

= Dν−1
[

∫ t

0
R′(s)g(t− s)ds+R(0+)g(t)

]

.

Our assumption I2−νg ∈ C1([0, T ]) allows us also to adopt a similar argument
as in the proof of Lemma 8 to obtain

Dν
∫ t

0
R(t− s)g(s)ds =

∫ t

0
R′(s)Dν−1g(t− s)ds+R(0+)Dν−1g(t)

+R′(t) limt→0+ I2−νg(t), t ∈ [0, T ].

This completes the proof.

Corollary 1. Let S(t) be the associated sine family with the cosine family
C(t) and g be such that I2−νg ∈ C1([0, T ]), t ∈ [0, T ] and 1 < ν < 2. Then,
we have, for t ∈ [0, T ],

Dν

∫ t

0

S(t− s)g(s)ds =

∫ t

0

C(s)Dν−1g(t− s)ds+ C(t) lim
t→0+

I2−νg(t).

Proof. This is an immediate consequence of the fact that S(t) is continuously
differentiable, S(0) = 0, the previous lemma and

Dν
∫ t

0
S(t− s)g(s)ds =

∫ t

0
C(s)Dν−1g(t− s)ds+ S(0+)Dν−1g(t)

+C(t) limt→0+ I2−νg(t)

=
∫ t

0
C(s)Dν−1g(t− s)ds+ C(t) limt→0+ I2−νg(t), t ∈ [0, T ].

We are now ready to state and prove our first main result.

Theorem 1. Assume that (H1)-(H3) hold. Let 1 < α, β, γ, ν < 2, 0 <
σ < 1, u0 + p

(

u, tλβDβu(t)
)

∈ Ẽη, u
1 + q

(

u, tλγDγu (t)
)

∈ Ẽη−1 and λη ≥ η,

η = α, β, γ, ν. If M̃, Ñ , R, R̃ (bounds for tηDηC(t) and tηDηC(t) on I,
respectively) and T are sufficiently small then problem (1) admits a unique
mild solution u ∈ CRL

η ([0, T ]).
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Proof. For u ∈ CRL
η ([0, T ]) we consider the function

Φ(u)(t) := C(t)
[

u0 + p(u, tλβDβu(t))
]

+ S(t)
[

u1 + q
(

u, tλγDγu (t)
)]

+
∫ t

0
S(t− s)f

(

s, u (s) , sλαDαu (s)
)

ds

+
∫ t

0
S(t− s)Iσg

(

s, u (s) , sλνDνu (s)
)

ds, t ∈ [0, T ].

(5)

Its η-th derivative is (see Lemma 6 or (2.122) in [20], proof of Lemma 9)

tηDηΦ(u)(t) = tηDηC(t)
[

u0 + p(u, tλβDβu(t))
]

+ tηDη−1C(t)

×
[

u1 + q
(

u, tλγDγu (t)
)]

+ tηDη
∫ t

0
S(t− s)f

(

s, u (s) , sλαDαu (s)
)

ds

+tηDη
∫ t

0
S(t− s)Iσg

(

s, u (s) , sλνDνu (s)
)

ds, t ∈ [0, T ].
(6)

Note that, under our assumptions, both expressions in (5) and (6) are well-
defined. In fact, in virtue of Corollary 1, we can rewrite (6) as

tηDηΦ(u)(t) = tηDηC(t)
[

u0 + p(u, tλβDβu(t))
]

+tηDη−1C(t)
[

u1 + q
(

u, tλγDγu (t)
)]

+tη
∫ t

0
C(t− s)Dη−1f

(

s, u (s) , sλαDαu (s)
)

ds
+tηC(t) limt→0+ I2−ηf

(

t, u (t) , tλαDαu (t)
)

+tη
∫ t

0
C(t− s)Dη−1Iσg

(

s, u (s) , sλνDνu (s)
)

ds
+tηC(t) limt→0+ I2−ηIσg

(

t, u (t) , tλνDνu (t)
)

or, because of the continuity of the functions f
(

t, u (t) , tλαDαu (t)
)

and
g

(

t, u (t) , tλνDνu (t)
)

tηDηΦ(u)(t) = tηDηC(t)
[

u0 + p(u, tλβDβu(t))
]

+tηDη−1C(t)
[

u1 + q
(

u, tλγDγu (t)
)]

+tη
∫ t

0
C(t− s)Dη−1f

(

s, u (s) , sλαDαu (s)
)

ds

+tη
∫ t

0
C(t− s)Dη−1Iσg

(

s, u (s) , sλνDνu (s)
)

ds, t ∈ [0, T ].

(7)

As tηfDη−1f
(

s, u (s) , sλαDαu (s)
)

is continuous with 0 < ηf < 1 we see that

∥

∥

∥

∫ t

0
C(t− s)Dη−1f

(

s, u (s) , sλαDαu (s)
)

ds
∥

∥

∥

≤ M̃ supt∈[0,T ]

∥

∥tηfDη−1f
(

s, u (s) , sλαDαu (s)
)
∥

∥

∫ t

0
s−ηfds

≤ M̃t
1−ηf

1−ηf
supt∈[0,T ]

∥

∥tηfDη−1f
(

s, u (s) , sλαDαu (s)
)
∥

∥ .

(8)

Case σ ≥ η − 1, η = α, β, γ, ν :
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If σ ≥ η − 1, then it is clear (by Lemma 7, Dη−1Iσg = Iσ−(η−1)g) that
Φ, tηDηΦ : CRL

η ([0, T ]) → C([0, T ]). In addition to that, by assumptions (H2)
and (H3), for u, v ∈ CRL

η ([0, T ]), we see from (5), that

‖Φ(u) − Φ(v)‖ ≤ M̃Ap
(

‖u− v‖C +
∥

∥tλβDβu− tλβDβv
∥

∥

C

)

+ÑAq
(

‖u− v‖C +
∥

∥tλγDγu− tλγDγv
∥

∥

C

)

+ÑAf
∫ t

0

(

‖u− v‖ +
∥

∥sλαDαu− sλαDαv
∥

∥

)

ds

+ ÑAg

Γ(σ+1)

∫ t

0
sσ sup0≤τ≤s

(

‖u− v‖ +
∥

∥τλνDνu− τλνDνv
∥

∥

)

ds.

That is,

‖Φ(u) − Φ(v)‖ ≤
(

M̃Ap + ÑAq + ÑAfT + ÑAgT
σ+1

Γ(σ+1)

)

‖u− v‖C

+M̃Ap
∥

∥tλβDβu− tλβDβv
∥

∥

C
+ ÑAq

∥

∥tλγDγu− tλγDγv
∥

∥

C

+ÑAfT
∥

∥tλαDαu− tλαDαv
∥

∥

C
+ ÑAgT

σ+1

Γ(σ+1)

∥

∥tλνDνu− tλνDνv
∥

∥

C
.

(9)

In short, (9) can be written as

‖Φ(u) − Φ(v)‖ ≤ C1

(

‖u− v‖C +
∑

η

∥

∥tληDηu− tληDηv
∥

∥

C

)

, (10)

where C1 is the max of all the coefficients in the right hand side of (9) and
η takes the values α, β, γ and ν. Moreover, by Lemma 7 for σ ≥ η − 1, we
have

∥

∥

∥

∫ t

0
C(t− s)Dη−1Iσ [g (s, u (s) , w (s)) − g (s, v (s) , z (s))] ds

∥

∥

∥

=
∥

∥

∥

∫ t

0
C(t− s)Iσ−η+1 [g (s, u (s) , w (s)) − g (s, v (s) , z (s))] ds

∥

∥

∥

≤ M̃AgT
σ−η+1

Γ(σ−η+2)

∫ t

0
sup0≤τ≤s (‖u− v‖ + ‖w − z‖) ds.

(11)

This fact, together with (7) and (8), implies

‖tηDηΦ(u) − tηDηΦ(v)‖ ≤ RAp
(

‖u− v‖C +
∥

∥tλβDβu− tλβDβv
∥

∥

C

)

+R̃Aq
(

‖u− v‖C +
∥

∥tλγDγu− tλγDγv
∥

∥

C

)

+
M̃ÃηfT

η+1−ηf

1−ηf

(

‖u− v‖ +
∥

∥tλαDαu− tλαDαv
∥

∥

C

)

ds

+M̃AgT
σ+1

Γ(σ−η+2)

∫ t

0
sup0≤τ≤s

(

‖u− v‖ +
∥

∥τλνDνu− τλνDνv
∥

∥

)

ds.

Here R is a bound for tηDηC(t) on I and R̃ is a bound for tηDη−1C(t) on I.
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Therefore,

‖tηDηΦ(u) − tηDηΦ(v)‖

≤
(

RAp + R̃Aq +
M̃ÃηfT

η+1−ηf

1−ηf
+ M̃AgT

σ+2

Γ(σ−η+2)

)

‖u− v‖C

+RAp
∥

∥tλβDβu− tλβDβv
∥

∥

C
+ R̃Aq

∥

∥tλγDγu− tλγDγv
∥

∥

C

+
M̃ÃηfT

η+1−ηf

1−ηf

∥

∥tλαDαu− tλαDαv
∥

∥

C
+ M̃AgT

σ+2

Γ(σ−η+2)

∥

∥tλνDνu− tλνDνv
∥

∥

C

(12)
or

‖tηDηΦ(u) − tηDηΦ(v)‖ ≤ C2

(

‖u− v‖C +
∑

η

∥

∥tληDηu− tληDηv
∥

∥

C

)

,

(13)
where C2 is the max of all the coefficients in the right hand side of (12).
Selecting the different parameters in the coefficients Ci, i = 1, 2 in the rela-
tions (10) and (13) sufficiently small, the contraction principle ensures the
existence and uniqueness of a mild solution on I.

Case 0 < σ < η − 1 for one of α, β, γ or ν
If 0 < σ < η− 1 with η equals α, β, γ or ν, then Dη−1Iσg = DI2−ηIσg =

DI2−η+σg = Dη−1−σg. Assuming that Dη−1−σg is Lipschitz in its second and
third variables, the previous argument applies with the Lipschitz constant
Ãηg of Dη−1−σg in (11).

Remark 1. In fact, instead of u′(0) ∈ Ẽη−1 we only need that tηDη−1C(t)u′(0)
exist and be continuous on I.

Remark 2. In the statement of the theorem we have assumed 1 < α, β, γ, ν <
2 and 0 < σ < 1. This is just to fix ideas and treat the most interesting cases.
Our results hold for 0 < α, β, γ, ν < 2 and σ > 0.

4 Classical solutions

In this section we prove the existence and uniqueness of classical solutions to
problem (1). In case of some extra Lipschitz conditions on f and g and the
initial data are a little bit more regular then mild solutions are more regular
as well. This is what is proved next. First we need the extra assumptions

(H4) The functions g, tηfDη−1f, η = α, ν and Dη−1−σg (when σ < η−1,
η = α, ν) are Lipschitzian in their first variables on I, that is

‖g(t, x, y) − g(s, x, y)‖ ≤ Bg |t− s| , t, s ∈ I, x, y ∈ X,
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∥

∥tηfDη−1f(t, x, y) − tηfDη−1f(s, x, y)
∥

∥ ≤ Bf |t− s| , t, s ∈ I, x, y ∈ X
∥

∥Dη−1−σg(t, x, y) −Dη−1−σg(s, x, y)
∥

∥ ≤ B̃ηg |t− s| , t, s ∈ I, x, y ∈ X

for some positive constants Bg, Bf and B̃ηg,
We will shorten the notation as follows

f̃(t) := f
(

t, u (t) , tλαDαu (t)
)

g̃(t) := g
(

t, u (t) , tλνDνu (t)
)

and write u(0) instead of u0 + p
(

u, tλβDβu(t)
)

and u′(0) instead of u1 +
q
(

u, tλγDγu (t)
)

.

Proposition 1. Assume that (H1)-(H4) hold. Let u(0) ∈ Ẽη, u
′(0) ∈

Ẽη−1, t
ληDηC(t)u(0) and tληDηS(t)u′(0), η = α, ν are Lipschitz continuous

on I, λη ≥ η. Consider the mild solution u of (1). If u is Lipschitzian on I,
then tληDηu, η = α, ν are Hölder continuous on I.

Proof. From (4) and Corollary 1, we have

tληDηu (t) = tληDηC(t)u(0) + tληDηS(t)u′(0)

+tλη
∫ t

0
C(s)Dη−1f̃ (t− s) ds+ tληC(t) limt→0+ I2−ηf̃(t)

+tλη
∫ t

0
C(s)Dη−1Iσg̃ (t− s) ds+ tληC(t) limt→0+ I2−ηIσg̃(t), t ∈ [0, T ]

or, by the continuity of f and Iσg and Lemma 6)

tληDηu (t) = tληDηC(t)u(0) + tληDη−1C(t)u′(0)

+tλη
∫ t

0
C(s)Dη−1f̃ (t− s) ds+ tλη

∫ t

0
C(s)Dη−1Iσg̃ (t− s) ds, t ∈ [0, T ].

(14)
By the hypothesis in (H2) on f we see that tηfDη−1f exists and is continuous
on [0, T ]. Therefore the third term in the right hand side of (14) is well-
defined (see (8)). As for the fourth term in the right hand side of (14), if
σ ≥ η − 1 then Dη−1Iσg̃ = Iσ−(η−1)g̃ and hence it is clearly well-defined. In
case σ < η − 1 (for one of the values of η) we use the continuity of Dη−1−σg̃
in (H2).

Case σ ≥ η − 1, η = α, β, γ, ν
For t ∈ I and h such that t+ h ∈ I, we can write

(t+ h)λη Dηu (t+ h) − tληDηu (t) =
(

(t+ h)λη DηC(t+ h) − tληDηC(t)
)

u(0)

+
(

(t+ h)λη Dη−1C(t+ h) − tληDη−1C(t)
)

u′(0)

+ (t+ h)λη
∫ t+h

0
C(t+ h− s)Dη−1f̃ (s) ds− tλη

∫ t

0
C(t− s)Dη−1f̃ (s) ds

+ (t+ h)λη
∫ t+h

0
C(t+ h− s)Iσ−(η−1)g̃ (s) ds− tλη

∫ t

0
C(t− s)Iσ−(η−1)g̃ (s) ds.
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Taking the norm of both sides we find

∥

∥

∥
(t+ h)λη Dηu (t+ h) − tληDηu (t)

∥

∥

∥
≤ Kh

+
∥

∥

∥
(t+ h)λη

∫ t

0
C(t− s)Dη−1f̃ (s+ h) ds

+ (t+ h)λη
∫ h

0
C(t+ h− s)Dη−1f̃ (s) ds− tλη

∫ t

0
C(t− s)Dη−1f̃ (s) ds

+ (t+ h)λη
∫ t

0
C(t− s)Iσ−(η−1)g̃ (s + h) ds

+ (t+ h)λη
∫ h

0
C(t+ h− s)Iσ−(η−1)g̃ (s) ds− tλη

∫ t

0
C(t− s)Iσ−(η−1)g̃ (s) ds

∥

∥

∥

(15)
where K is a positive constant (sum of two Lipschitz constants). Then, by
adding and subtracting some appropriate terms in (15) we get

∥

∥

∥
(t+ h)λη Dηu (t+ h) − tληDηu (t)

∥

∥

∥
≤ Kh

+
∥

∥

∥
(t+ h)λη

∫ t

0
C(t− s)Dη−1f̃ (s+ h) ds− (t+ h)λη

∫ t

0
C(t− s)Dη−1f̃ (s) ds

∥

∥

∥

+
∥

∥

∥
(t+ h)λη

∫ t

0
C(t− s)Dη−1f̃ (s) ds+ (t+ h)λη

∫ h

0
C(t+ h− s)Dη−1f̃ (s) ds

−tλη
∫ t

0
C(t− s)Dη−1f̃ (s) ds

∥

∥

∥
+

∥

∥

∥
(t+ h)λη

∫ t

0
C(t− s)Iσ−(η−1)g̃ (s+ h) ds

− (t+ h)λη
∫ t

0
C(t− s)Iσ−(η−1)g̃ (s) ds

∥

∥

∥
+

∥

∥

∥
(t+ h)λη

∫ t

0
C(t− s)Iσ−(η−1)g̃ (s) ds

+ (t+ h)λη
∫ h

0
C(t+ h− s)Iσ−(η−1)g̃ (s) ds− tλη

∫ t

0
C(t− s)Iσ−(η−1)g̃ (s) ds

∥

∥

∥
.

(16)
The second term in the right hand side of (16) is treated in the following way

∥

∥

∥

∫ t

0
C(t− s)

[

(s+ h)−ηf . (s+ h)ηf Dη−1f̃ (s+ h) − s−ηf .sηfDη−1f̃ (s)
]

ds
∥

∥

∥

≤ M̃
∫ t

0

{

(s+ h)−ηf

∥

∥

∥
(s + h)ηf Dη−1f̃ (s+ h) − sηfDη−1f̃ (s)

∥

∥

∥

}

ds

+M̃
∫ t

0

{

∣

∣(s+ h)−ηf − s−ηf

∣

∣

∥

∥

∥
sηfDη−1f̃ (s)

∥

∥

∥

}

ds.

By the Lipschitz continuity of sηfDη−1f̃ (s) we may write

∥

∥

∥

∫ t

0
C(t− s)

[

(s+ h)−ηf . (s+ h)ηf Dη−1f̃ (s+ h) − s−ηf .sηfDη−1f̃ (s)
]

ds
∥

∥

∥

≤ M̃
∫ t

0
(s+ h)−ηf {Bfh

+Ãηf

(

‖u (s+ h) − u(s)‖ +
∥

∥

∥
(s+ h)λα Dαu (s+ h) − sλαDαu (s)

∥

∥

∥

)}

ds

+M̃ sups∈[0T ]

∥

∥

∥
sηfDη−1f̃ (s)

∥

∥

∥

∫ t

0

∣

∣(s+ h)−ηf − s−ηf

∣

∣ ds.

(17)
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For the last term in (17) we have for h ≤ t (the case h > t will then be clear
afterwards)

∫ t

0

∣

∣(s+ h)−ηf − s−ηf

∣

∣ ds ≤
∫ h

0

|(s+h)
ηf −s

ηf |
(s+h)

ηf .s
ηf ds+

∫ t

h

s
ηf [(1+ h

s )
ηf −1]

(s+h)
ηf .s

ηf ds

≤ (1 + 2ηf )
∫ h

0
h

ηf

h
ηf .s

ηf ds+ h
∫ t

h

ηf

s(s+h)
ηf ds ≤ L (h1−ηf + h |h−ηf − t−ηf |)

≤ Lh1−ηf

(18)
where we have used the inequality (1 + t)δ ≤ 1 + δt and L is a positive
constant which may change from line to line. Taking into account (17) and
(18) in (16) we find

∥

∥

∥
(t+ h)λη Dηu (t+ h) − tληDηu (t)

∥

∥

∥
≤ l(h) + (t+ h)λη M̃

∫ t

0
(s+ h)−ηf

×
{

Ãηf

(

‖u (s+ h) − u(s)‖ +
∥

∥

∥
(s+ h)λα Dαu (s+ h) − sλαDαu (s)

∥

∥

∥

)}

ds

+M̃
∣

∣

∣
(t+ h)λη − tλη

∣

∣

∣

∫ t

0
s−ηf

∥

∥

∥
sηfDη−1f̃ (s)

∥

∥

∥
ds+ (t+ h)λη M̃

×
∫ h

0
s−ηf

∥

∥

∥
sηfDη−1f̃ (s)

∥

∥

∥
ds+ (t+ h)λη M̃

∫ t

0
Iσ−(η−1) ‖g̃ (s+ h) − g̃ (s)‖ ds

+ (t+ h)λη M̃
∫ h

0
Iσ−(η−1) ‖g̃(s)‖ ds+ M̃

∣

∣

∣
(t+ h)λη − tλη

∣

∣

∣

∫ t

0
Iσ−(η−1) ‖g̃ (s)‖ ds

where l(h) is function of h which may vary at different occurrences.
As u and g are Lipschitz on I and λη ≥ η > 1, we see that

∥

∥

∥
(t+ h)λη Dηu (t+ h) − tληDηu (t)

∥

∥

∥
≤ l(h) + (t+ h)λη M̃Ãηf

∫ t

0
(s+ h)−ηf

×
∥

∥

∥
(s+ h)λα Dαu (s+ h) − sλαDαu (s)

∥

∥

∥
ds+ (t+ h)λη M̃

∫ t

0
Iσ−(η−1) {Bgh

+Ag

(

‖u (s+ h) − u(s)‖ +
∥

∥

∥
(s+ h)λν Dνu (s+ h) − sλνDνu (s)

∥

∥

∥

)}

ds

or, for η = α, ν, we obtain
∥

∥

∥
(t+ h)λη Dηu (t+ h) − tληDηu (t)

∥

∥

∥

≤ l(h) + L
∫ t

0
s−ηf

∥

∥

∥
(s + h)λα Dαu (s+ h) − sλαDαu (s)

∥

∥

∥
ds

+L
∫ t

0
sup0≤τ≤s

∥

∥

∥
(τ + h)λν Dνu (τ + h) − τλνDνu (τ)

∥

∥

∥
ds

≤ l(h) + L
∫ t

0
(s−ηf + 1) sup0≤τ≤s

{
∥

∥

∥
(τ + h)λα Dαu (τ + h) − τλαDαu (τ)

∥

∥

∥

+
∥

∥

∥
(τ + h)λν Dνu (τ + h) − τλνDνu (τ)

∥

∥

∥

}

ds.

Since t−ηf + 1 is a summable function on I we may apply the Gronwall
inequality (for summable functions) to reach the conclusion that tληDηu,
η = α, ν are Hölder continuous on I.

EJQTDE, 2012 No. 91, p. 15



Case σ < α− 1 or σ < ν − 1
In this case we recall the fact that Dα−1−σg (if σ < α − 1) or Dν−1−σg

(if σ < ν − 1) is Lipschitzian on I (in all their variables) by hypotheses (H2)
and (H4). Using this property in (14) and proceeding as in the first case we
obtain the Hölder continuity of tληDηu, η = α, ν on I.

Lemma 10. Assume that ψ ∈ C1([0, T ]) and 1 < η < 2, then

∂h
(

tληDηψ (t)
)

= ψ(0)
Γ(1−η)

∂h
(

tλη−η
)

+ (t+ h)λη Dη−1∂hψ
′ (t)

+ψ′(0)(t+h)λη

Γ(2−η)
∂h (t1−η) + (t+h)λη

hΓ(1−η)

∫ h

0
ψ′(s)−ψ′(0)
(t+h−s)η ds+ ∂h

(

tλη
)

Dη−1ψ′ (t)

where ∂hv(t) := [v(t+ h) − v(t)] /h, t ∈ I and h is such that t+ h ∈ I.

Proof. This result is proved by using Lemma 6 (or formula (2.122) in [20],
see proof of Lemma 9), Definition 2 and performing some manipulations.
Indeed, it is clear, from Lemma 6, that

∂h
(

tληDηψ (t)
)

= ∂h

(

ψ (0) tλη−η

Γ(1 − η)
+ tληDη−1ψ′ (t)

)

(19)

and for t ∈ I and h such that t+ h ∈ I, we have

∂h
(

tληDη−1ψ′ (t)
)

= 1
h

[

(t+ h)λη Dη−1ψ′ (t+ h) − tληDη−1ψ′ (t)
]

= (t+h)λη

hΓ(2−η)
d
dt

[

∫ t+h

0
ψ′(s)ds

(t+h−s)η−1 −
∫ t

0
ψ′(s)ds

(t−s)η−1

]

+ 1
hΓ(2−η)

[

(t+ h)λη − tλη

]

d
dt

∫ t

0
ψ′(s)ds

(t−s)η−1

or

∂h
(

tληDη−1ψ′ (t)
)

= (t+h)λη

hΓ(2−η)
d
dt

[

∫ t

0
ψ′(s+h)ds
(t−s)η−1 −

∫ t

0
ψ′(s)ds

(t−s)η−1 +
∫ h

0
ψ′(s)ds

(t+h−s)η−1

]

+
∂h(tλη)
Γ(2−η)

d
dt

∫ t

0
ψ′(s)ds

(t−s)η−1

= (t+ h)λη d
dt
I2−η∂hψ

′ (t) + (t+h)λη

hΓ(2−η)
d
dt

∫ h

0
ψ′(s)ds

(t+h−s)η−1 +
∂h(tλη)
Γ(2−η)

d
dt

∫ t

0
ψ′(s)ds

(t−s)η−1 .

Therefore

∂h
(

tληDη−1ψ′ (t)
)

= (t+ h)λη Dη−1∂hψ
′ (t) + (t+h)λη

hΓ(1−η)

∫ h

0
ψ′(s)−ψ′(0)
(t+h−s)η ds

+ψ′(0)(t+h)λη

Γ(2−η)
∂ht

1−η + ∂h
(

tλη
)

Dη−1ψ′ (t) , t, t+ h ∈ [0, T ].
(20)

A combination of (19) and (20) completes the proof.

EJQTDE, 2012 No. 91, p. 16



We are now ready to prove our result on the existence and uniqueness of
a classical solution.

Theorem 2. Suppose that (H1)-(H4) hold. Assume further that
u(0) ∈ D(A), u′(0) ∈ E, tληDηC(t)u(0) and tληDηS(t)u′(0), η = α, η

are Lipschitz continuous on I. If λν ≥ ν + 1, λη ≥ η, η = α, β, γ, g is a
continuously differentiable function such that Dν−1

−

(

tλν g̃3 (t)
)

is continuous
for t ∈ [0, T ] (g̃3 is the partial derivative of g with respect to its third variable)
and f is an E-valued function Lipschitz on I in its first variable, then the mild
solution u(t) of problem (1) is twice continuously differentiable and satisfies
(1) on [0, T ] for some T > 0.

Proof. Observe first that u(0) ∈ D(A) implies that d
dt
C(t)u(0) is continuous

on I. This in turn implies that u′ is continuous and we have

u′(t) = AS(t)u(0) + C(t)u′(0) +
∫ t

0
C(t− s)f̃ (s) ds

+ 1
Γ(σ)

∫ t

0
C(t− s)

∫ s

0
(s− z)σ−1g̃ (z) dzds, t ∈ [0, T ].

(21)

Hence u is Lipschitzian on I. Second, observe also that u(0) ∈ Ẽη, u
′(0) ∈

Ẽη−1 and therefore Theorem 1 gives us a mild solution in CRL
η ([0, T ]).

Let us consider the problem

ϕ(t) = C(t)Au(0) + AS(t)u′(0) +
∫ t

0
AS(t− s)f̃ (s) ds+ f̃ (t)

+
∫ t

0
C(t− s)Iσ {g̃1 (s) + g̃2 (s)u′(s)

+g̃3 (s)
[

λνs
λν−1Dνu (s) + sλν

(

u′(0)t−ν

Γ(1−ν)
+ u(0)t−1−ν

Γ(−ν)

)]}

ds

+
∫ t

0
C(t− s)Iσ

[

Dν−1
−

(

sλν g̃3 (s)
)

ϕ(s)
]

ds

(22)

for t ∈ [0, T ], where g̃i, i = 1, 2, 3 denotes the partial derivative of the func-
tion g̃ with respect to its i-th variable. Clearly, the first two terms in the
right hand side of (22) are well-defined and (22) admits a unique solution
ϕ ∈ C([0, T ]). We claim that u′′ = ϕ on I. To this end we will show that
limh→0 ‖∂hu

′(t) − ϕ(t)‖ = 0 where ∂h and h are as in Lemma 10. The rela-
tions (21) and (22) imply that

∂hu
′(t) − ϕ(t) = ∂hAS(t)u(0) − C(t)Au(0) + ∂hC(t)u′(0) − AS(t)u′(0)

+∂h
∫ t

0
C(t− s)f̃ (s) ds−

∫ t

0
AS(t− s)f̃ (s) ds− f̃ (t)

+∂h
∫ t

0
C(t− s)Iσg̃ (s) ds−

∫ t

0
C(t− s)Iσ {g̃1 (s) + g̃2 (s)u′(s)

+g̃3 (s)
[

λνs
λν−1Dνu (s) + sλν

(

u′(0)t−ν

Γ(1−ν)
+ u(0)t−1−ν

Γ(−ν)

)]}

ds

−
∫ t

0
C(t− s)Iσ

[

Dν−1
−

(

sλν g̃3 (s)
)

ϕ(s)
]

ds
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or by definition of ∂h

∂hu
′(t) − ϕ(t) = ∂hAS(t)u(0) − C(t)Au(0) + ∂hC(t)u′(0) − AS(t)u′(0)

+ 1
h

(

∫ t

0
C(t+ h− s)f̃ (s) ds−

∫ t

0
C(t− s)f̃ (s) ds

)

+ 1
h

∫ t+h

t
C(t+ h− s)f̃ (s) ds−

∫ t

0
AS(t− s)f̃ (s) ds− f̃ (t)

+ 1
h

∫ t

0
C(s)Iσg̃ (t+ h− s) ds− 1

h

∫ t

0
C(s)Iσg̃ (t− s) ds

+ 1
h

∫ t+h

t
C(s)Iσg̃ (t+ h− s) ds−

∫ t

0
C(t− s)Iσ {g̃1 (s) + g̃2 (s)u′(s)

+g̃3 (s)
[

λνs
λν−1Dνu (s) + sλν

(

u′(0)t−ν

Γ(1−ν)
+ u(0)t−1−ν

Γ(−ν)

)]}

ds

−
∫ t

0
C(t− s)Iσ

[

Dν−1
−

(

sλν g̃3 (s)
)

ϕ(s)
]

ds.

Therefore

∂hu
′(t) − ϕ(t) = [∂hAS(t) − C(t)A] u(0) + [∂hC(t) − AS(t)] u′(0)

+
∫ t

0
[∂hC(t− s) −AS(t− s)] f̃ (s) ds+ 1

h

∫ t+h

t
C(t+ h− s)

[

f̃ (s) − f̃ (t)
]

ds

+
[

S(h)−S(0)
h

− C(0)
]

f̃ (t) +
∫ t

0
C(s)∂hI

σg̃ (t− s) ds+ 1
h

∫ t+h

t
C(s)Iσg̃ (t+ h− s) ds

−
∫ t

0
C(t− s)Iσ {g̃1 (s) + g̃2 (s) u′(s)

+g̃3 (s)
[

λνs
λν−1Dνu (s) + sλν

(

u′(0)s−ν

Γ(1−ν)
+ u(0)s−1−ν

Γ(−ν)

)]}

ds

−
∫ t

0
C(t− s)Iσ

[

Dν−1
−

(

sλν g̃3 (s)
)

ϕ(s)
]

ds.
(23)

Since f is Lipschitz in all its variables and g is continuously differentiable in
addition to

1

h

∫ t+h

t

C(s)Iσg̃ (t+ h− s) ds ≤ Lhσ

for some positive constant L (by definition of Iσ), it follows from (23) that

‖∂hu
′(t) − ϕ(t)‖ ≤ l(h) +

∥

∥

∥

∫ t

0
C(s)∂hI

σg̃ (t− s) ds

−
∫ t

0
C(t− s)Iσ {g̃1 (s) + g̃2 (s)u′(s)

+g̃3 (s)
[

λνs
λν−1Dνu (s) + sλν

(

u′(0)s−ν

Γ(1−ν)
+ u(0)s−1−ν

Γ(−ν)

)]}

ds

−
∫ t

0
C(t− s)Iσ

[

Dν−1
−

(

sλν g̃3 (s)
)

ϕ(s)
]

ds
∥

∥

∥

(24)

where l(h) is a generic function which satisfies l(h) → 0 as h → 0 and
may differ from one place to another. Furthermore, as g is continuously
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differentiable we may write

Iσg̃ (s+ h) − Iσg̃ (s) = Iσ [g̃1 (s)h] + Iσ [g̃2 (s) (u (s+ h) − u (s))]

+Iσ
[

g̃3 (s)
(

(s+ h)λνDνu (s+ h) − sλνDνu (s)
)]

+
∫ h

0
g̃(τ)dτ

(s+h−τ)1−σ

+Iσ
∥

∥

(

h, u (s+ h) − u (s) , (s+ h)λνDνu (s+ h) − sλνDνu (s)
)
∥

∥

I×X2

×
∥

∥ω
(

g̃ (s) , h∂hu (s) , h∂h
(

sλνDνu (s)
))

∥

∥

(25)
where

∥

∥ω
(

g̃ (s) , h∂hu (s) , h∂h
(

sλνDνu (s)
))

∥

∥ → 0 when
∥

∥

(

h, u (s+ h) − u (s) , (s+ h)λνDνu (s+ h) − sλνDνu (s)
)
∥

∥

I×X2

= |h| + ‖u (s+ h) − u (s)‖ +
∥

∥(s+ h)λνDνu (s+ h) − sλνDνu (s)
∥

∥ → 0.

The relations (24) and (25) imply that

‖∂hu
′(t) − ϕ(t)‖ ≤ l(h) +

∥

∥

∥

∫ t

0
C(t− s)Iσ

{

g̃3 (s)
[

∂h
(

sλνDνu (s)
)

−λνs
λν−1Dνu (s) − sλν

(

u′(0)s−ν

Γ(1−ν)
+ u(0)s−1−ν

Γ(−ν)

)]}

ds

−
∫ t

0
C(t− s)Iσ

[

Dν−1
−

(

sλν g̃3 (s)
)

ϕ(s)
]

ds
∥

∥

∥
, t ∈ [0, T ].

Next, in virtue of Lemma 6, we have

‖∂hu
′(t) − ϕ(t)‖ ≤ l(h) + M̃

∫ t

0

∥

∥

∥
Iσ

{

g̃3 (s)
[

u′(0)(s+h)λν

Γ(2−ν)
∂h (s1−ν)

+
u(0)∂h(sλν−ν)

Γ(1−ν)
+ (s+ h)λν Dν−1∂hu

′ (s) + (s+h)λν

hΓ(1−ν)

∫ h

0
u′(τ)−u′(0)
(s+h−τ)ν dτ −

u(0)s−ν∂h(sλν)
Γ(1−ν)

−sλν

(

u′(0)s−ν

Γ(1−ν)
+ u(0)s−1−ν

Γ(−ν)

)]}

− Iσ
[

Dν−1
−

(

sλν−1g̃3 (s)
)

ϕ(s)
]

ds
∥

∥

∥

or

‖∂hu
′(t) − ϕ(t)‖ ≤ l(h) + M̃

∫ t

0

∣

∣

∣

(s+h)λν

Γ(2−ν)
∂h (s1−ν) − sλν−ν

Γ(1−ν)

∣

∣

∣
‖u′(0)‖ ds

+M̃
∫ t

0

∣

∣

∣

∣

−
u(0)s−ν∂h(sλν)

Γ(1−ν)
+ ∂hs

λν−ν

Γ(1−ν)
− sλν−1−ν

Γ(−ν)

∣

∣

∣

∣

‖u(0)‖ ds

+M̃
∫ t

0

∥

∥

∥
Iσ

{

g̃3 (s)
[

(s+ h)λν Dν−1∂hu
′ (s) − sλνDν−1∂hu

′ (s)

+sλνDν−1∂hu
′ (s) + (s+h)λν

hΓ(1−ν)

∫ h

0
u′(τ)−u′(0)
(τ+h−s)ν dτ

]}

ds

−
∫ t

0
C(t− s)Iσ

[

Dν−1
−

(

sλν g̃3 (s)
)

ϕ(s)
]

∥

∥

∥
ds.

Observe that by continuity of u′ we have

lim
h→0

1

h

∫ h

0

‖u′ (τ) − u′ (0)‖

(s+ h− τ)ν
dσ = 0.
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Therefore, this last property and an integration by parts (Lemma 5) yield

‖∂hu
′(t) − ϕ(t)‖ ≤ l(h)

+M̃
∫ t

0
Iσ

∣

∣Dν−1
−

(

sλν g̃3 (s)
)
∣

∣ sup0≤τ≤s ‖∂hu
′ (τ) − ϕ(τ)‖ ds.

By our hypotheses we derive

‖∂hu
′(t) − ϕ(t)‖ ≤ l(h) + L

∫ t

0

sup
0≤τ≤s

‖∂hu
′ (τ) − ϕ (τ)‖ ds, t ∈ [0, T ]

for some positive constant L. By Gronwall inequality we deduce that

lim
h→0

‖∂hu
′(t) − ϕ(t)‖ = 0.

This, with Proposition 2.4 in [26], implies that u(t) is a classical solution.
The proof is complete.

Example: As an example we may consider the following problem


























∂2

∂t2
u (t, x) = uxx(t, x) + F

(

t, x, u (t, x) , tλαDαu (t, x)
)

+ IσG
(

t, x, u (t, x) , tλνDνu (t, x)
)

, t ∈ I = [0, T ], x ∈ [a, b]
u(t, a) = u(t, b) = 0, t ∈ I

u (0, x) = u0(x) +
∫ T

0
P

(

u(s), sλβDβu(s)
)

(x)ds, x ∈ [a, b]

u′ (0) = u1(x) +
∫ T

0
Q

(

u(s), sλγDγu(s)
)

(x)ds, x ∈ [a, b]

(26)
in the space X = L2([0, π]). This problem can be reformulated in the abstract
setting (1). To this end we define the operator Ay = y′′ with domain

D(A) := {y ∈ H2([0, π]) : y(0) = y(π) = 0}.

The operator A has a discrete spectrum with −n2, n = 1, 2, ... as eigenvalues
and zn(s) =

√

2/π sin(ns), n = 1, 2, ... as their corresponding normalized
eigenvectors. So we may write

Ay = −
∑∞

n=1
n2(y, zn)zn, y ∈ D(A).

Since −A is positive and self-adjoint in L2([0, π]), the operator A is the
infinitesimal generator of a strongly continuous cosine family C(t), t ∈ R
which has the form

C(t)y =
∑∞

n=1
cos(nt)(y, zn)zn, y ∈ X.

EJQTDE, 2012 No. 91, p. 20



The associated sine family is found to be

C(t)y =
∑∞

n=1

sin(nt)

n
(y, zn)zn, y ∈ X.

One can also consider more general non-local conditions by allowing the
Lebesgue measure ds to be of the form dµ(s) and dη(s) for non-decreasing
functions µ and η (or even more general: µ and η of bounded variation), that
is

u (0, x) = u0(x) +
∫ T

0
P

(

u(s), sλβDβu(s)
)

(x)dµ(s),

ut (0, x) = u1(x) +
∫ T

0
Q

(

u(s), sλγDγu(s)
)

(x)dη(s).

These (continuous) non-local conditions cover, of course, the discrete cases

u (0, x) = u0(x) +
∑n

i=1 αiu (ti, x) +
∑m

i=1 βit
λβ

i D
βu (ti, x) ,

ut (0, x) = u1(x) +
∑r

i=1 γiu (ti, x) +
∑k

i=1 λit
λγ

i D
γu (ti, x)

which have been extensively studied by several authors in the integer order
case.

For u, v ∈ C([0, T ];X) and x ∈ [0, π], defining the operators

p(u, v)(x) :=
∫ T

0
P (u(s), v(s)) (x)ds,

q(u, v)(x) :=
∫ T

0
Q (u(s), v(s)) (x)ds,

g(t, u, v)(x) := G(t, x, u(t, x), v(t, x)),
f(t, u, v)(x) := F (t, x, u(t, x), v(t, x)),

allows us to write (26) abstractly as







u′′ (t) = Au(t) + f
(

t, u (t) , tλαDαu (t)
)

+ Iσg
(

t, u (t) , tλνDνu (t)
)

, t ∈ I
u (0) = u0 + p

(

u, tλβDβu(t)
)

,
u′ (0) = u1 + q

(

u, tλγDγu (t)
)

.

Under appropriate conditions on F, G, P and Q which make (H2)-(H4) hold
for the corresponding f, g, p and q, Theorem 2 ensures the existence of a
mild solution to problem (26).

Some special cases of this problem may be found in many models of
phenomena with hereditary properties.
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[8] E. M. Hernandez, H. R. Henŕıquez and M. A. McKibben, Existence of
solutions for second order partial neutral functional differential equa-
tions, Integr. Equ. Oper. Theory 62 (2008), 191-217.
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